What is photography?  There’s another basic photography class here at Berkeley, a freshman-sophomore seminar listed as CS39J.  The professor of that class, Brian Barsky of the CS department, subtitles his class “Drawing with light”, which is where the term ‘photography’ comes from: photo, photons, light, and graphy, drawing… drawing with light.
The ultimate goal of this course is to teach you how to produce good photographs.  For the most part, however, we won’t be dealing with the photographs themselves, or what a good photograph is.  That’s all mostly subjective stuff, and we’ll leave it to visual arts and your own taste to decide that.  Instead, this class will dive right into the process of making photographs – skills used by photographers to take photos, a comprehensive look at the way camera technology works to produce the images, and post-processing techniques to enhance and fix images after they come out of the camera.
Let’s first consider the definition of a camera.  [Ask class for definition of camera]. 
A camera is a photographic device, which means it’s a device that “draws with light”.  The input we give it is light.  The output we receive is an image.

Light (photons) ->Image (film negative, image file, print, etc)

For today, we’ll take a simple view of how this photons-to-image transformation process works.
[Diagram of camera, with photon trajectories (Slide 2-3)]

All cameras work in the same basic way – you have a system of lenses, or in some cases a pinhole, which concentrates light onto some sort of photosensitive plane at the back of the camera, which records the image.  In the days of film, there was a photosensitive piece of film located on this plane.  These days with digital, there is an electronic image sensor which reads all of the light information.

The Imaging Sensor
We’ll talk about lenses later on in the course, but for today we’ll focus on the center of every digital camera: the image sensor.  Now if we think back to our definition of a camera – a device which transforms light into an image – it’s the image sensor which plays the biggest role in this.

What is an image sensor?  In general, it is a device that converts light particles (photons), into electrical signals.  You can shoot photons at an image sensor, and it will output electrons, which can collect to give you an accumulated voltage telling you just how much light input it received.  [Slide 6] The process in which image sensors do this is known as the “photoelectric effect”.

[Slide 7]

[Draw diagram]

[Horizontal line, representing silicon substrate]

[Valence electrons floating around]

[Photon coming in and hitting the silicon]

[Electrons knocked loose into collector]

The basic operation of the image sensor is for photons to knock out electrons from our photosensitive material, which we can then collect as a measurable charge.  For those of you who remember your chemistry, you may remember that electrons exist in quantized bands of energy, or energy levels.  Given enough energy, an electron is able to move up an energy level, and it can also move down an energy level by releasing energy, in the form of light or radiation.  For the purposes of our sensor, the most important energy bands are the valence band and the conduction band.  Valence electrons in this band are those in the outermost layer of the atom, which are still “attached” in a sense to the atom’s nucleus.  The conduction band is a band of energy above this, in which electrons are “unattached” from the nucleus, and are somewhat free to roam around and, by definition, conduct electricity.
For conductors, like metals, the valence band and conduction band overlap – most electrons that are valence electrons are also somewhat free to roam around and conduct electricity.  For semiconductors and insulators, however, the valence band and the conduction band constitute discreet energy levels, and the energy in between the valence and conduction band is known as the “band gap”.  In order for a valence electron to detach itself from the atom and move into the conduction band, it has to receive enough energy equal to or exceeding the band gap, to essentially “jump” the band gap into the conduction band.

When we expose our sensor to light, what we are really doing is letting that light, which consists of photons, come in contact with our sensor.  Photons have energy of their own, and if one happens to smash into one of our electrons with enough energy, that electron gets knocked out of the valence band, and into the conductance band.
We can collect that electron into a big charge collector, known as a photo-well.  As more photons hit our sensor and collide with electrons, more and more get knocked loose, and we collect all of these photons into our photo well [Slide 7].  So now we’ve finished our exposure, we close the shutter, stop exposing the sensor, and we’ve got a photo well with some number of electrons, which means we’ve got a certain amount of corresponding charge.  Now we can just measure the resulting voltage from this charge, and presto!, we know how many photons we received, and thereby how bright our image was.  [Slide 8] If our photo-well didn’t have many electrons and we didn’t measure much voltage as a result, that means it didn’t receive all that many photons, so the sensor records a dark image.  If we stuffed our photo-well with lots of electrons, that means we get a really bright image.  If our photo well didn’t have any electrons, and we didn’t measure any voltage, we should just get pure black.  And if we maxed out the capacity of our photo-well, we should get a pure white image.  Whatever the case is, the brightness of the image that we’re going to produce is going to correspond directly to that amount of charge we measured, which corresponds directly to how many photons hit our sensor.
After we actually measure our voltage, we feed the measurement into an Analog-to-Digital converter, which converts that raw measurement into the 1’s and 0’s of binary data that our computers can read the image information from [Slide 9].
The example I’ve just showed you is a single-pixel image sensor.  All the photons hit one spot (even if it is a big spot), and all the electrons that are knocked out collect into one photo-well, which outputs into a single charge measurement, telling us the brightness information for one single pixel.  For actual digital cameras, which have millions of pixels, or megapixels, we just use this same model, and scale it - put a few million of these sensors together (each one is called a ‘photosite’), and each one will collect the photons at one location, and output the light information for one of the pixels that make up our picture.
Exposure Parameters in the Sensor Model
Now, you guys should know about the three basic parameters that control exposure [Ask class].  We have aperture, shutter speed, and ISO sensitivity.  How do they play into our model of the digital imaging sensor?
We’ll start with shutter speed.  Shutter speed is how long we keep our shutter open.  Since the shutter is really the only thing blocking the light from hitting our sensor, what the shutter speed really means is how long our sensor is exposed to light.  [Ask class: So if we have a longer shutter speed, will our image be brighter or darker? [Take photo of class] Brighter.  Now, can anyone explain, in our model of the sensor, why our images will be brighter with a longer shutter speed?].

As we said before, the brightness of our image is going to correspond directly with how much charge accumulates in our photo well.  Well, if we have a constant stream of light hitting our sensor, for each unit time, a certain number of photons are going to be hitting our sensor, and knocking out a certain number of electrons.  The longer we expose our sensor to this stream of light, the more photons are going to hit it, and the more charge we’re going to accumulate. [Draw integration graph]
Now, let’s think of this in real-life terms.  Say we’re in a really well-lit room, and we meter our exposure perfectly and get a well-exposed image.  Then all of a sudden, half the lights in the room go out. Our eyes notice that it’s significantly dimmer, but how does this play out in our camera?  Well going back to our model, we had a certain rate of photons flowing in and hitting our sensor before.  Say it was 50 million photons per second.  Now that we’ve lost half our lights, that means that the lights are only putting out half as many photons as before, which means when we expose our sensor, we’re only going to get in half the rate of photons we got before – maybe 25 million photons a second.  If we expose at the same shutter speed as we did before, that means we only collect half as many photons, which produce half as many electrons, leaving our image underexposed.  So what we need to do is lengthen our exposure time by double, so that even though we only get half as many photons per second as before, we collect those photons for twice as long, so in the end we end up with the same number of total photons and electrons collected, and maintain our same well-exposed image.[Integration graph]
Now let’s look at aperture.  [Ask class: Can anybody tell me what aperture is?]  Aperture is a specification of the lens system in front of your sensor.  We’ll cover lenses and aperture later on in the course, but for now what you need to know is that aperture is the focal length divided by the size of the lens opening.  The specific number for aperture is most commonly denoted as an f-stop, you might have seen f2.8 or f5.6 or f8 before.  Essentially this number denotes the light-capturing ability of the lens.
[Simplistic diagram of large aperture lens vs. small aperture lens, with spotlight shining beam over each]

Since a larger aperture means the opening through which we collect and refocus the light is larger, it’s pretty obvious that we are going to collect more light.  If light falls onto our aperture opening at a certain rate, by say enlarging our aperture opening by double, we’re going to collect double the number of photons.  Refocused onto the same sensor, our twice-as-large aperture means twice the rate of photons falling on our sensor.  So larger apertures mean a greater rate of photons, giving us more photons and more photoelectrons and a higher voltage measurement and thus brighter images.
The third exposure parameter, and the one that most of you are probably most unfamiliar with, is ISO sensitivity, which also used to be known as ASA.  Some of you might know ISO as the international standards body, and some of you might have known this as “film speed”.  To be honest, none of these names come close to the definition.  The ISO number denotes the sensitivity of the image sensor, or with film cameras, the film.  A higher ISO means that our sensor or film is more sensitive, or ‘reactive’ to light – for every photon we get, the higher-ISO sensor or film interprets this as more light information than a lower-ISO sensor or film does.  So say a low ISO sensor receives just one photon, and it gives us a pretty dark image, with a luminance value of 1.  If we had a higher ISO sensor, it would take that same one photon, and give us a brighter image, say maybe with a luminance value of 8.
How does this happen?  With digital sensors, this is fairly easy – since what we’re reading is an electrical signal (a certain voltage from the accumulated charge), we can just amplify our voltage readout.  So say if our photo-well collected a half coloumb of charge, and under the default ISO, we read 1 volt.  After we take that reading, we can amplify that 1 volt signal to almost anything we want – we can feed that 1 volt into an amplifier and crank it up into 16 volts, and presto! Our sensor that used to give us a 1 volt reading now gives us 16 volts for the same amount of light, so we say that our sensor is now 16 times more sensitive than the default, and we now have an image that’s 16 times as bright as it would have been.  Now, there are some physical limitations on how much we can crank up the sensitivity, as well as a lot of drawbacks, but that’s really all there is to it.
Physical Limitations on Sensor Model
Now, what we’ve just finished describing is our basic, ideal model of how a sensor should work, but in fact there are a few problems with technology and the laws of physics that throw a wrench into our model.  We’ll go over them briefly now, but we’ll come back to them later on in the semester to discuss them more in-depth.
Deriving Color from Monochrome
Some of you may have already figured out the first problem.  Now, this whole time, I’ve been telling you that photons are hitting electrons and how many electrons we collect correspond to how bright our image is, which makes sense.  [Slide 10] We collect a lot of electrons, that means we had a lot of photons, so we know our image should be pretty bright.  But what we don’t have any idea about is what color of bright.  Is this a really bright green?  A flaming red?  Or just pure white?  Well, all we have to go on is just a single voltage reading that says ‘1 volt’, so we really have no idea how to tell if that 1 volt came from a bunch of red photons or blue photons or green photons.
So in actuality, all digital imaging sensors measure only in black and white – the only real information we get is light intensity, but we know nothing about the hue of that light.

Now, obviously there is some way that we are getting color information, since we know our cameras can produce pictures in color.  [Ask class: Can anybody think of a way we can make color images?]  There are a lot of different technologies floating around, and in fact this is one of the leading frontiers of digital imaging research – how do we get color images from sensors which only measure light intensity?  In 2007 however, almost all cameras use a form of color filtration, the most common one being the “Bayer Filter”.
Since we know that our sensors can only count how many photons it receives, regardless of their color, one way we can derive color is to make sure that the sensor only receives photons of a certain color.  For example, we could place a red filter over one of our pixels, which lets only photons in the red wavelength pass through, and filters out all other wavelengths.  Now, our sensor is still going to work the exact same as before – collect the photoelectrons and simply return us a voltage measurement representing how many photons we collected.  Normally, we wouldn’t know if this voltage came from blue photons or purple photons or any other color, but since we’ve put a red filter on top of the sensor, we know that the only photons that passed through the filter and hit the sensor were red photons (or the red components of photons), and so our voltage measurement represents the intensity of red light specifically.
We can extend this idea over our entire array of pixels  - each pixel has a different color filter, which allows that pixel to measure the intensity of a certain wavelength in the light spectrum, and we can combine the intensities of all the different colors measured to come up with the overall color.  One of the most common filter patterns is known as the ‘Bayer Filter’, which uses a combination of red, green, and blue filters.  For those of you who are familiar with light theory, you know that red, green, and blue can be used as primary colors that can be combined to create a large gamut of different colors, so if we happened to know the separate intensities of the red, green, and blue wavelengths, we can derive the actual color that is falling on our sensor.

[Present example with RGB filters over three pixels]

[Slide 11]

There are quite a few different kinds of filtration schemes, and this is an area of constant development and experimentation.  The Bayer Filter actually uses four filters – RGGB.  Other schemes use CYGM (cyan, yellow, gren, magenta), as well as other color filters, but they all work the same way.
There are a few problems with color filtration.  [Slide 12] For one, since we use filters over the entire surface, any given photosite is going to block out light.  Placing a red filter over a photosite for example, we would let the red light pass through, but would also be reflecting all of the green light and the blue light, effectively losing 2/3 of the light information.  Another problem is that the filters are offset from one another – we have red, green, and blue laid out in an array, so while we can combine the RGB elements, each of the red, green, and blue photosites is not measuring light from the exact same spot.  As we’ll see later on in the course, both of these introduce huge technical problems that camera engineers have to work around.
Inevitable Statistical Fluctuation in Light
Another important concept is that, while we’ve been treating light as a constant and steady stream, in real life there is a certain statistical fluctuation with the amount of light.  [Refer back to integration graph, Slide 13] I could say that a light source might be outputting 10 thousand photons per second over a square millimeter, but that really only means that the source is averaging 10 thousand photons per second.  At any instant, that number could be 11,000 photons per second, or it might be 9,000 photons per second.  This has nothing to do with a dirty power source causing our lights to flicker or fluctuate – even with the most perfect, ideal light source, statistically there will always be a certain amount of fluctuation.
The big question is: How much fluctuation?  For a given n mean photons, the amount of fluctuation we get is governed by the Poisson (pwasõ) Distribution, and comes out to a factor of √n.  That is, for any mean n, our standard deviation will be √n.  So for example, if we had a stream of 10,000 photons per second, the average fluctuation would be √10,000, or 100, so we might expect our stream of light to fluctuate from 10,100 to 9,900 photons per second.
If our light input begins fluctuating, this also means that our final image brightness will also fluctuate.  A pixel reading 10,100 photons will be brighter than a 9,900 photon pixel, even though both should have averaged out to 10,000.

The effect of all this variation is to introduce variation in the brightness of our image, and which ultimately appears as noise [Slide 14].

The important thing to note here isn’t the raw number of √n, but rather the proportion of that deviation to our actual number, or in other words, √(n)/n.  So with 10,000 photons, we get a deviation of 100, or 1%.  If we had 100,000 photons, our deviation would only be ~316, or 0.3%.  Now, if we had only 1000 photons, our deviation would be ~32 photons, or more than 3%.  If we took a graph of the proportion of √(n)/n, it would look like this:
[Graph of √(n)/n vs. n, Slide 15]

Canon 5D
	ISO
	Photons (n)
	Photon Fluctuation (√n)
	Proportional noise

	100
	80,000
	282
	0.4%

	200
	40,000
	200
	0.5%

	400
	20,000
	141
	0.7%

	800
	10,000
	100
	1.0%

	1600
	5000
	71
	1.4%


Nikon D300

	ISO
	Photons (n)
	Photon Fluctuation (√n)
	Proportional noise

	200
	14,000
	118
	0.8%

	400
	7000
	84
	1.2%

	800
	3500
	59
	1.7%

	1600
	1750
	42
	2.4%

	3200
	875
	30
	3.4%


Sony H9
	ISO
	Photons (n)
	Photon Fluctuation (√n)
	Proportional noise

	100
	2900
	54
	1.9%

	200
	1450
	38
	2.6%

	400
	725
	27
	3.7%

	800
	363
	19
	5.2%

	1600
	181
	13
	7.4%

	3200
	90
	10
	10.5%


So as you can see, the proportional deviation shrinks as our n increases.  In terms of photography and light, the more light we have, the less fluctuation we have.  Instead of a Poisson distribution, we can also think of this in terms of a more familiar statistical concept – the law of large numbers.  While, with a small sample size, we expect to have much higher variability, we know in the long run the empirical value tends to even out to the expected average.
This has huge implications on just about every aspect of photography, and we’ll revisit this concept time and time again. One of the most important things this affects, however, is the amount of noise in the image.

We’ll talk about noise much more in a later unit, but for those of you who are unfamiliar with it, noise is simply a fluctuation in the light intensity of images.   As you can see in this image here [Norah Jones], you have an image, but it’s also speckled with spots that are darker and lighter.  There are various contributors to noise, but a significant and inevitable one is the random fluctuation in light levels.  You may notice in darker, low-light situations that noise is more visible, and here we see why – with a darker scene we have less photons, and less photons means that, according to our √(n) fluctuation factor, we have proportionally more variance and thus image noise.
We talked before about how increasing the ISO sensitivity can have negative effects, and this is the primary reason for it.  Say, to maintain the same exposure, we needed to capture 80,000 photons, total.  At a low ISO, we might capture all 80,000 of those photons, or alternatively, we could use a higher ISO and capture only 10,000 photons, and then electronically amplify that signal 8 times to come up with the equivalent of 80,000 photons.

Now, with our actual 80,000 photons, our fluctuation would be √80,000, or 282 photons.  That’s .35%, which is fairly miniscule.

With our 10,000 photons, our fluctuation would be √10,000, or 100 photons, which is 1%.  Of course, we need to amplify this by 8 to get 80,000, but in doing so we also amplify our fluctuation – now we have 80,000 photons, with an 800 photon fluctuation, still for 1%.  That’s 800 fluctuating photons, compared to only 282 that we would’ve got had we simply measured all 80,000 photons.
So you can see here the problems with amplifying a signal, rather than natively generating it – while we can easily scale the signal to any strength we want, scaling anything also scales the level of fluctuation to the same proportion.  Thus to get a better output image, the key is always to get as much light input as possible, and this is going to be a rule that holds true for all photography, and really any kind of signal conversion device.
Recap
So today we have covered, in essence, how a digital camera works.  How we get from all this light and all these photons [point to drawing of photons]… into this image.  How the three exposure parameters – shutter speed, aperture, and sensitivity, fit into our sensor model.  This model – essentially the conversion of photons into electrical signals – is the central function of the digital camera, and a process that everything you do in photography will relate back to.  Today was a very general and very shallow overview, and as this course progresses along, we’ll flesh out our model of the digital sensor much more comprehensively.
The most important things to keep in mind, not just for today, but for the rest of this course, and for any kind of photography you do in general, is this:

A camera is a device that receives light information as input, and returns an image as output.

In a digital sensor, the process for each pixel goes like this:

α = proportional to
number of photons α number of electrons α voltage readout α image brightness
[slide 9]

So as a photographer, to increase image brightness (your output), you generally increase the number of photons (your input).  Within the device itself, there are a number of other parameters you can affect – the number of electrons you get per photon, or the voltage you get per electron, or even the image brightness you get per voltage.

Another important concept is the statistical fluctuation of our light input, which gives rise to noise.  As we’ll see again and again, the √n variance factor that we get, and the increases √(n) /n proportionality as n decreases, will have major ramifications in how various aspects of photographic scenes, techniques, and camera design affect our images, especially when we dip down into low-light levels.

Assignment
Next week we’ll be diving into our first unit, low-light photography, so while there’s not really any concrete assignment this first week, I want you guys to go out and take pictures in scenes without a lot of light.  This means at night, and indoors, for the most part.  I don’t really care about the aesthetic quality of your pictures – instead, I want you to note different effects that are going on in your images, in comparison to how you would like your images to be, and especially in comparison to how you think a normal image would have looked like, if it were taken in the middle of the day with plenty of light.  While you’re thinking about the things going on in your images, try to think back to our model of the imaging sensor we discussed today, think about what might be going on inside your camera, with the sensor, that might be causing the effects you’re seeing.
